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We report on nonequilibrium molecular dynamics simulations of binary mixtures of particles in a color field.
Both nonequilibrium molecular dynamics and Brownian dynamics generally assume that the mechanical noise
is of thermal origin only and that, at a given temperature, its amplitude remains constant however strong the
applied field is. We show that this postulate systematically results in the strong ordering of particles into lanes.
By applying a nonequilibrium molecular dynamics method which does not exert any constraint on the noise
amplitude, we show that releasing this constraint prevents the systematic “lane formation” from occurring. We
observe the onset of density inhomogeneities and jamming instead. This behavior is reminiscent of the shear-
thickening regime observed experimentally on colloidal suspensions and in simulations taking into account
hydrodynamic interactions.
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I. INTRODUCTION

Most natural phenomena occur under nonequilibrium con-
ditions. Many aspects of nonequilibrium systems are still not
well understood. For instance, nonequilibrium phase transi-
tions in liquids and colloidal suspensionsssubjected to shear
or driven by an external fieldd are far more complex than
their equilibrium counterpart. In a three-dimensional crystal,
melting occurs through a single first-order transition. When
subjected to shear, crystalline colloidal suspensions lose
crystalline order in stages, passing through a series of par-
tially ordered intermediate phases before the disordered liq-
uid phase is obtainedf1g. Simulation techniques, such as
nonequilibrium molecular dynamicssNEMDd and nonequi-
librium Brownian dynamicssNEBDd, allow a direct obser-
vation of the microscopic mechanisms underlying these tran-
sitions and should be able to shed light on these phenomena.

An inspection of the literature shows that simulations al-
most systematically predict the organization of the fluid into
highly ordered phases for strong external fields. When a fluid
is subjected to high shear rates, a “string phase” forms, as
particles align into lines along the flow directionf2–9g.
When a binary mixture of “positively and negatively
charged” particlesf10g is coupled to a strong external fieldsa
system also termed as subjected to a “color field”f11gd,
“lanes” of particles form, as the system separates into twosor
mored blocks of particles of the same color moving in oppo-
site directionsf12–16g. A third related phenomenon is the
so-called “reentrant freezing”f14,17g, which indicates that
the equilibrium crystal first melts into a liquid for weak ex-
ternal fields and then rearranges into a liquid crystalline
phase for strong external fields. In the liquid crystalline
phase, the fluid is organized into layers which move indepen-
dently from each other at the velocity imposed by the applied
shear ratesor, in the case of colored particles, in opposite
directions according to the sign with which they couple to
the external fieldd. These three phenomena are actually oc-
currences of a general type of transition, refered to as “lane
formation” by Helbing and co-workers in the field of pedes-
trian dynamicsf18g. The quasisystematic occurrence of lane
formation in NEBD and NEMD simulations contrasts with

the experimental findings. Some experiments report a strong
ordering, similar to that obtained in simulations, in colloidal
suspensions subjected to high shear ratesf19g. However,
other experiments indicate that a dramatically different be-
havior can also be observed. They report the formation of
clusters of particles when the fluid is subjected to high shear
ratesf20,21g. The onset of clustering is accompanied by a
steep increase in viscositysalso called shear thickeningd. We
indicate that lane formation results in the opposite
behavior—i.e., a sharp decrease in viscosity as the lanes of
particles slide past each other with very little frictionf22g.

The aim of this work is to show that incorrect assump-
tions, common to conventional NEBD and NEMD methods,
result in the systematic occurrence of lane formation. Hel-
bing et al. f18g indicate that lane formation occurs at a small
noise-to-field ratio. Both NEBD and NEMD methods rely on
the assumption that the amplitude of mechanical noise is
constant however strong the external field is. In NEBD meth-
ods, the amplitude of random forces, describing the effect of
the solvent on colloidal particles, is a function of the friction
coefficient and of the temperature. Similarly, in NEMD
methods, the amplitude of velocity fluctuations is generally
fixed through a kinetic thermostat, which accounts for the
dissipation of heat and allows the system to reach a steady
state. At a given temperature, the noise amplitude is kept
constant in both methods, regardless of the intensity of the
field. Increasing the field intensity leads to lower noise-to-
field ratio and inevitably results in lane formation for strong
enough fields.

Conventional NEBD and NEMD methods postulate that
mechanical noise can only be of thermal origin. However,
mechanical noise is partly of hydrodynamic origin. While
hydrodynamic effects are certainly negligible for low fields,
the hydrodynamic contribution to the mechanical noise be-
comes significant for strong fields, in the very range of fields
for which lane formation is observed. Several studies support
the significance of these hydrodynamic effects. By applying
a stability analysis to a simple liquid subjected to shear,
McWhirter f23g showed that, at high shear rates, secondary
flow profiles develop along the flow direction and in direc-
tions perpendicular to the flow. Moreover, in NEBD calcula-
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tions, adding the hydrodynamic contribution enables us to
recover the experimentally observed shear-thickening behav-
ior instead of the string phasef24,25g. Similarly, in NEMD
calculations, using a configurational thermostatsi.e., a ther-
mostat which does not fix the amplitude of velocity fluctua-
tionsd enables us to observe the onset of shear thickening
f22,26g. At this point, it is useful to note that we expect
non-Newtonian effects to arise. Systems studied by simula-
tion consist typically of 1000 particles in periodic boundary
conditions. This imposes a lower limit on the wave vector
describing collective motion and prevents large-scale insta-
bilities. The Reynolds number remains therefore low even
for extremely high shear rates, and one observes non-
Newtonian rather than turbulent behavior.

In order to characterize the relationship between the as-
sumption of constant noise amplitude and the phenomenon
of lane formation, we perform NEMD simulations with a
kinetic thermostatsa method assuming that all mechanical
noise is thermald or a configurational thermostatsa method
making no such assumptiond. We study binary mixtures of
two-dimensionals2Dd and 3D colored particles driven by an
external field. In the next section, we show that NEMD,
when performed with a kinetic temperature thermostat, and
NEBD simulationsf12–15g yield very similar results regard-
ing lane formation for 2D systems. In particular, we obtain
sid for all densities, a systematic lane formation when the
applied field exceeds a threshold valuef12–15g, sii d reentrant
freezing at high values for the external fieldf14g, andsiii d a
reentrance effect for a fixed high driving field as the system
undergoes a sequence of states no lane→lanes→no lane with
increasing densityf15g. The agreement between the results
obtained with the two methods shows that lane formation is
induced by the assumption of constant noise amplitude, com-
mon to both methods. This also demonstrates that lane for-
mation is not related to any other effectse.g., to the presence
of the solvent in NEBD methodsd. We further assess this
result by showing that releasing the constraint of constant
mechanical noise prevents lane formation. This is achieved
by performing NEMD calculations using using a configura-
tional thermostatf22,26–31g. Instead of lane formation, we
observe the onset of density inhomogeneities and of jam-
ming, a behavior similar to that observed in the shear-
thickening regime for a colloidal suspensionf20,21g or a
simple fluid f22,26g undergoing shear flow. We then extend
our study to 3D systems and examine the behavior of the
system if the noise amplitude is assumed to be constant in all
directions, in one directionseither parallel or perpendicular
to the fieldd, or if the noise amplitude is not fixed. We find
that lane formation only occurs if the noise amplitude is
assumed to be constant in all directions. Using any other
method, we observe jamming.

II. SIMULATION METHOD

We study 2D systems ofN=896 soft disks with the pair
interaction potentialfsrd=«ss / rd12. In all simulations, we
use a reduced system of units, where the unit of mass is the
mass of the particlem, the unit of energy is the characteristic
energy« of the pair potential, and the unit of length is the

particle exclusion diameters. Simulations were all carried
out at a reduced temperatureT=1 and for various reduced
number densitiesn=1.03 sapproximately at the solid-liquid
coexistencef32–35gd, 0.92, 0.75, 0.6, and 0.5. Some simula-
tions were also run on 3D systems ofN=1000 Weeks-
Chandler-AndersensWCAd particles with the pair interaction
potentialfsrd=«s1−4fss / rd6−ss / rd12gd for r ø21/6s and 0
otherwise. The thermodynamic-state point chosen for the 3D
systemsn=0.84, T=0.722 in reduced units with respect to
the WCA parametersd corresponds approximately to the
triple point for the Lennard-Jones fluid. In the remainder of
the paper, all results will be given in reduced units.

We use Newton’s equations of motion supplemented with
a thermostatting mechanism. The purpose of the thermostat
is to account for the dissipation of heat and to allow the
simulated system to reach a steady state. Similarly to what
occurs in colloidal suspensions where the solvent plays the
role of a heat bath, heat is removed homogeneously by the
thermostat.

First, we use a Gaussian isokinetic thermostat which fixes
the kinetic energy of the system and the temperature given
by the equipartition principle as

T =
koi=1

N
mvi

2l

2NkB
. s1d

Another possible choice is to define a kinetic temperature
relative to the flow, using the momenta relative to the flow
velocity of each type of particles. We showed in previous
work on molten NaCl in an electric fieldf36g that both types
of expressions yielded similar results. The equations of mo-
tion are

ṙ i =
pi

m
,

ṗi = Fi + eiF
extex − jpi , s2d

wherepi is the momentum of particlei, Fi the Newtonian
force exerted oni, andei = ±1 is the sign whith wich particle
i couples with the applied external fieldFextex sex is an unit
vector along thex axisd. j is the thermostatting multiplier
given by Gauss’ principle of least constraint:

j =
oi=1

N
sFi + eiF

extexd ·pi

oi=1

N
pi ·pi

. s3d

This set of equations of motion obviously limits the ampli-
tude of velocity fluctuations and hence of mechanical noise.

Second, we use a configurational thermostat which fixes a
configurational expression for the temperaturef37,38g. This
expression allows the calculation of temperature solely from
configurational quantities, such as first and second spatial
derivatives of the interaction energy. This thermostat exerts
absolutely no constraint on the velocity fluctuations or on the
noise amplitude. The configurational expression for the tem-
perature is
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where F0 is the potential energy of the system andr i the
position of particle i. The configurationally thermostatted
equations of motions aref22,26–31g

ṙ i =
pi

m
+

s

T

]Tconf

]r i
,

ṗi = Fi + eiF
extex,

ṡ= − Q
sTconf − Td

T
, s5d

whereT is the imposed temperature whileTconf is the value
given by Eq.s4d fQ is a damping constant set to 10sms4/«dg.

In equilibrium, the kinetic and configurational expressions
for the temperature are equivalent. They can be derived from
the thermodynamic definition for the temperature as the in-
verse rate of change of entropy with internal energy at con-
stant volume, using Gibbs microscopic expression for en-
tropy. Therefore, in equilibrium, using a kinetic thermostat is
equivalent to using a configurational thermostat, provided
that the equations of motion are integrated with accuracy.
This may not be true when large time steps are used. In that
case, more sophisticated integration schemes may be needed
f39,40g. However, as noted by Soddemann and co-workers
f41g, the choice of a rather hard potential to describe the
particle interactionssas for the soft disks or WCA particles
studied in this workd leads us to use a small time step in
order to simply achieve numerical stability. For such a small
time step, the numerical solution is usually quite accurate.
Extending both kinetic and configurational definitions to sys-
tems out of equilibrium implies the approximation that the
assumption of local equilibrium is valid. This is assumed in
both types of temperature definitions when used out of equi-
librium; otherwise, temperature would not be a well-defined
quantity. However, the configurational expression is free
from errors stemming from an incorrect estimate of which
part of the actual particle velocities should be associated to
thermal fluctuations, and therefore can be considered as
“more correct.”

The equations of motion were integrated using a fourth-
order Gear predictor-corrector algorithm with a time stept
=0.001, except at the highest fields for which a smaller time
step had to be used. Before applying any external field, we
created for each density an initial configuration by running
an equilibrium simulation at the desired temperature and
density. We then attribute at random a “plus” charge to half
of the particles of the system and a “minus” charge to the
other half. Two runs of 5000 time units are then carried out
for each value of the field. We found that the system had
always reached a steady state at the end of the first run.

Properties of interest are averaged over the second run of
5000 time units. The final configuration obtained at the end
of the second run is used afterwards as the starting configu-
ration for the runs at the next larger value for the field.

We monitor the variations of the order parameterf to
detect the onset of lane formation.f is defined asf
=koi=1

N fi /Nl wherefi is equal to 1 for a given particlei if
the distance, along thex axis, to all particlesj of the opposite
charge is larger than the distance between two nearest neigh-
borssi.e., such thatuxi −xju.n−1/2 in 2D anduxi −xju.n−1/3 in
3Dd and equal to 0 otherwise. If particles of the same color
align along thex directionsi.e., the direction of the fieldd, f
will be equal to 1. On the contrary,f vanishes in a randomly
mixed configuration. In the specific case of the 2D system at
n=1.03, which is crystalline at equilibrium, we monitor the
variations of another order parameter noted asc6, which is
the global six-fold bond-orientational parameters commonly
used to measure the amount of triangular ordering of the
system as a wholessee, e.g.,f31gd. It is defined as

c6 =
1

N
o
j=1

N

f6j . s6d

The local sixfold bond-orientational order parameterf6j for
a particlej is defined by

f6j =
1

nj
o
k=1

nj

e6iu jk, s7d

wherenj is the number of nearest neighbors of particlej , and
u jk is the angle of the “bond” between particlej and itskth
nearest neighbor, measured relatively to an arbitrary fixed
axis. The set of nearest neighbors is determined from the
Voronoi constructionf42g.

III. BEHAVIOR AT CONSTANT MECHANICAL NOISE

We first present the results obtained at constant mechani-
cal noise for 2D systems subjected to a color field. Simula-
tions were carried out with a kinetic temperature thermostat
for n=1.03sin equilibrium, this system is a 2D crystald. The
variations of the potential energy and of the potential part of
pressure are plotted against the applied field in Fig. 1. The
variations of the configurational temperature of the system
and of the two order parametersf andc6 are shown in Fig.
2. Both plots show four different stages in the response of the
system for the range of fields investigated. The first stage
takes place for low values of the fieldsFext,1.25d. The sys-
tem is still crystalline, as shown by the fact thatc6 remains
very close to its equilibrium value of 0.75sbecause of ther-
mal motion,c6 is not equal to 1 at equilibriumd f31g. We
monitor slight increases in both pressure and potential energy
with increasing field as the crystal gets more and more
strained. In this regime, there is no inaccuracy attached to the
determination of the kinetic temperature since the system
does not flow and the configurational and the kinetic expres-
sions for the temperature take the same valueswithin statis-
tical errorsd. For Fext=1.25, we observe a sharp drop for all
propertiessexcept forfd which corresponds to melting of the
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strained crystal. We then observe the second stage for 1.25
øFextø8. This second stage is characterized by a steady
decrease in potential energy, pressure, and configurational
temperature with increasing field until all properties reach a
plateau. The decrease in the various properties concomitantly
occurs with a gradual lane formation as indicated by the
steady increase off smaximum of 0.8 atFext=6d and inc6
smaximum of 0.59 atFext=4d. We also observe a plateau for
the two order parameters for 3øFextø8. In this range of
fields, the system experiences the so-called reentrant freez-
ing. The system is actually composed of two demixed crys-
talline lanes sliding against each othersthe flow velocity pro-
file is constant throughout each lane and the two lanes move
at the same velocity in opposite directionsd as previously
observed in NEBD simulationsf13g. There is a strong corre-
lation between the onset of lane formation and the decrease
in configurational temperature. One would expect that, in a
nonequilibrium system, the unthermostatted degrees of free-
dom to heat up. Hence, in the steady state, the configura-
tional temperature should be higher than the imposed value
for the kinetic temperature. When the system is demixed into
two lanes, the configurational temperature reaches a mini-

mum of 0.04sFext=6d, considerably less than the imposed
value of 1 for the kinetic temperature. Any instability or any
difference between the actual steady-state flow profile and
the assumed flow profile in Eq.s1d is interpreted as “me-
chanical noise” by the simulation algorithm. Since the total
noise amplitude is fixed, the method results in attenuated
thermal fluctuationsf30g. The actual temperature within the
fluid is therefore much lower than the imposed value of 1.
This is demonstrated by the very low value taken by the
configurational temperaturesonly 4% of the imposed value
for the kinetic temperatured. The third stage takes place for
3øFextø80. It is associated with a steady increase in poten-
tial energy, pressure, and configurational temperature and a
steady decrease in both order parameters with increasing
field. Given that the interface between the two lanes moving
in opposite directions is not smoothsas can be seen in Fig.
3d, there is more and more friction at the interface as the
applied field is increased. This causes the two lanes to break
down in smaller entities. These entitiessor domainsd are
composed of particles of the same charge, which collide with
each other, giving rise to jamming. We emphasize that it is a
particular type of jamming sincef always remains very
large sthis point will be discussed in more detail in the fol-
lowing sectionsd. The final stage takes place forFext.80 as
the system demixes again in several lanes of identical par-
ticles, each lane moving along thex axis at the velocity im-
posed by the thermostatsv=Î2kBT/md. In this regime, the
component of the velocity of a particle along they axis is
equal to 0 and the lanes slide against each other. There is
absolutely no friction for this system as indicated by the
constant value obtained for all properties for all values of the
field greater than 80. The state of the system has become
independent from the value of the applied field.

The mechanism described above forn=1.03 is observed
for all densities larger than 0.6 and is summed up in the
snapshotssobtained for a density of 0.75d presented in Fig. 3.
Note that the high-field regime observed forn=0.75sstarting
for Fext.55d slightly differs from the one observed atn
=1.03. There are actually a few particles trapped in lanes of
the opposite sign, resulting in some friction and very slow
increases in pressure and potential energy with increasing
field. This has no consequence on the stability of the lanes as
the order parameterf remains equal to 0.5 throughout this
regime s55,Fext,100d. We add that for the two smaller
density studied heresn=0.5 andn=0.6d, the fluid demixes
directly into several lanes at low fieldssFext=10 and 20,
respectivelyd. In agreement with previous NEBD studies,
lane formation occurs for any state point provided that the
field is strong enough. We sum up the results obtained with a
kinetic thermostat for the variations of the order parameter
with the applied field and with the density of the system
under study in Fig. 4, which shows that the phenomenon of
reentrance, recently obtained in NEBD simulationsf15g, can
also be observed in NEMD simulations. For a given value
for the field e.g.,Fext=1.75, lane formation is only observed
for an intermediate range of densitiessf.0.7 for n=0.75
and 0.92d. It takes place neither at low densitiessf=0.34 for
n=0.5d nor at high densitiessf=0.36 forn=1.03d.

FIG. 1. Potential energyssolid circlesd and potential part of
pressuresopen circlesd against the applied field.

FIG. 2. Configurational temperaturessolid trianglesd, order pa-
rameterf ssolid circlesd, and six-fold bond-orientational order pa-
rameterc6 sopen diamondsd against the applied field.

JEROME DELHOMMELLE PHYSICAL REVIEW E71, 016705s2005d

016705-4



IV. BEHAVIOR AT CONSTANT CONFIGURATIONAL
TEMPERATURE

We now study 2D systems in a color field by NEMD with
a configurational thermostat. Figure 5 shows the variations of
the potential energy and of the potential part of pressure with

the applied field. The variations of the kinetic temperature of
the system and of the order parametersf and c6 with the
field are plotted in Fig. 6. Two regimes can be identified from
Fig. 5. First, pressure and potential energy steadily increase
with increasing field for 0,Fext,1. In this regime, the value
of the order parameterc6 remains close to its equilibrium

FIG. 3. Mechanism observed at constant kinetic temperature for a density of 0.75: organization in two lanessfield=1.5d, lanes start to
break upsfield=2.25d, lanes are completely broken upsfield=10d, and reorganization in multiple lanessfield=70d. Same legend as in
Fig. 5.

FIG. 4. Variation of the order parameterf with the applied field
and the density of the system.

FIG. 5. Potential energyssolid circlesd and pressuresopen
circlesd against the applied field.
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value of 0.75 and the system retains its crystalline order. As
expected, the kinetic temperature stays equal to 1.0—the
value fixed by the configurational thermostat—in this re-
gime. There is then a jump in both pressure and potential
energy associated with a sharp decrease inc6 ssee Fig. 6d as

the crystal melts into a liquid when the applied fieldFext

exceeds 1.0. The second regime takes place afterwards for
Fextù1.25. It is characterized by a steady increase in pres-
sure and potential energy with the field and by a gradual loss
of crystalline order as indicated by the steady decrease ofc6.
We note a steep increase in the kinetic temperature evaluated
using Eq.s1d as the unthermosttated degrees of freedom heat
up and reach, in the steady state, a larger value than the
imposed value for the configurational temperature. For the
range of fields investigatedsFextø10d, the system remains in
a liquid state. We do not observe any lane formation. The
relevant order parameterf slowly increases and reaches a
maximum value of 0.12 for the two highest fields. As we saw
in the previous section, lane formation is associated with an
order parameterf of about 0.8sthis value was reached for
Fext=6—a value well within the range of fields investigated
hered. This value off indicates that there is a small charge
separation effect but no lane formation. On the contrary, in-
creasing the strength of the applied field induces density in-
homogeneities and jammingsFig. 7d, associated with large
values for the potential energy and pressure as well as large
fluctuations in the pressure fluctuations. This is reminiscent
of our findings on simple fluids undergoing shear flow: using
a configurational thermostat, we observed the onset of den-
sity inhomogeneities, of jamming, and of large pressure fluc-

FIG. 6. Kinetic temperaturessolid trianglesd, order parameterf
ssolid circlesd, and six-fold bond-orientational order parameterc6

sopen diamondsd against the applied field.

FIG. 7. Mechanism leading to inhomogeneities and jamming with an increasing applied fieldsd=0.75, constant configurational
temperatured.
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tuations at high shear rates, giving rise to shear thickening
f26g. We emphasize that the type of jamming observed with
a configurational thermostat strongly differs from that ob-
served in Fig. 3 for intermediate values for the field. Indeed,
when a configurational thermostat is used, jamming occurs in
well-mixed fluids with low values forf. Clusters are com-
posed of both “positive and negative charge” particles and
there are no large domains of identical particles. We finally
plot in Fig. 8 the variations of the order parameter as a func-
tion of the applied field and of the density of the system. The
order parameterf takes very low values for all densities and
values for the field and always remains below 0.24. We do
not observe any lane formation in any simulation carried out
with a configurational thermostat.

V. COMPARISON BETWEEN THE TWO SCENARIOS

We now move on to the study of a binary mixture of 3D
colored WCA particles atn=0.84 andT=0.722. We use four
different types of thermostat:sid a Gaussian kinetic thermo-
stat fixing the total kinetic energy,sii d a configurational ther-
mostat,siii d a Gaussian kinetic thermostat fixing the kinetic
energy along the flow direction, andsivd a Gaussian kinetic
thermostat fixing the kinetic energy along one of the direc-
tions perpendicular to the flow. The potential part of pressure
and the order parameterf are plotted against the field in Fig.
9, which shows that only one methodsfixing the total kinetic
energyd yields to lane formation. The amplitude of mechani-
cal noise must therefore be kept constant in directions both
along and perpendicular to the flow to allow for lane forma-
tion. Fixing the kinetic energy along the flow direction only
amounts to limiting the “color” current and thus delay the
onset of instabilities and jamming. The system partially de-
mixes as indicated by a dip in pressure and a maximum value
of 0.36 forf. However, there is no lane formation. Instabili-
ties appear for larger fieldssFextù5d, resulting in an increase
in pressure and a decrease inf. Fixing the kinetic energy
along a direction perpendicular to the flow or fixing the con-
figurational temperature give qualitatively similar results. In
both cases,f increases and then reaches a plateau forFext

ù4 while the pressure increases steeply as jamming sets in.

Fixing the noise amplitude along a direction perpendicular to
the flow si.e., partially frustrating the systemd results in a
slightly larger value forf in the plateaus0.30 against 0.19d.
However, in both cases, the fluid remains mixed. The agree-
ment obtained between the last two types of simulation
shows that lane formation is an artefact arising from the as-
sumption of constant noise amplitude. It also shows that jam-
ming will be observed in strongly driven liquids and colloi-
dal suspensions.

We finally highlight the similarities between systems sub-
jected to a color field and simple fluids subjected to shear.
We extend the results obtained in our previous worksdetails
of the numerical procedure are given in Ref.f22gd to very
high shear ratessup to 40d. We plot the corresponding flow
curve in Fig. 10. As observed for particles in a color field,
using NEMD together with a configurational thermostat
leads to density inhomogeneities, clustering and jamming.
This translates into an increase in the shear viscosity for
shear rates larger than 7 and to the onset of shear thickening.
On the contrary, when a kinetic thermostat is used, lane for-
mation takes place for shear rates larger than 1.5. When lane
formation occurs, we observe a sharp drop in shear viscosity
which is consistent with our physical intuition since lanes of

FIG. 8. Variation of the order parameterf with the applied field
and the density of the system.

FIG. 9. Variation ofsad pressure andsbd f with the applied field
for a WCA fluid using various thermostats fixing either the total
kinetic energyssolid trianglesd, the kinetic energy along the flow
direction sopen diamondsd, the kinetic energy along one of the di-
rections perpendicular to the flow directionsopen squaresd, or the
configurational temperaturessolid circlesd.
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particles sliding past each other should result in a very low
value for the viscosity. For larger shear rates than 10, the
viscosity exhibits nonmonotonic variations with shear rate, a
regime which has been sometimes interpreted as an “indica-
tion for shear thickening”f43,44g. However, this effect does
not correspond to the phenomenon observed experimentally
salso observed using Stokesian dynamicsf24,25g or NEMD
with a configurational thermostatf26gd. The postulate of con-

stant noise amplitude forces the system to remain organized
into strings along the flow direction. As shown in Fig. 11, the
organization of the fluid into lanes becomes more and more
pronounced as the shear rate is increased. The nonmonotonic
variations in shear viscosity are actually due to collisions
between particles and jamming within the same lane. Density
inhomogeneities and jamming in all directions of space,
which would correspond to the actual shear-thickening phe-
nomenon, do not happen since they are frustrated by the use
of a kinetic thermostat. This phenomenon is similar to the
type of jamming observed in a color field when a kinetic
thermostat is usedssee Fig. 3 forFext=10d. In the latter,
jamming occurs in a “frustrated” 2D fluid—i.e., a fluid
which remains significantly demixedsf=0.56d for all values
for the field.

VI. CONCLUSIONS

In this work, we showed that using conventional simula-
tions techniqueseither NEBD or NEMD with a kinetic ther-
mostatd systematically results lane formation in liquids sub-
jected to strong external fields. The similarity between
NEBD and NEMD results stems from an incorrect assump-
tion common to both methods. Both methods postulate that,
for a given systemsi.e., at fixed friction coefficient in

FIG. 10. Viscosity against shear rate for a WCA fluid using a
kinetic thermostatssolid circlesd or a configurational thermostat.

FIG. 11. Snapshots of a WCA fluid undergoing shear flow in thex-y andy-z planes for a shear rate of 10stopd and 35sbottomd.
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NEBDd, the amplitude of velocity fluctuations is a function
of temperature only. However, the velocity fluctuations are
not all of thermal origin. They are also partly of hydrody-
namic origin and reflect the onset of local flows. As the in-
tensity of the field increases, local flows develop and the
hydrodynamic contribution to the velocity fluctuations be-
comes more and more significant. The error made in NEBD
and in NEMD using a a kinetic thermostat dramatically in-
creases with the field. It eventually leads to lane formation,
as shown in this work for both 2D and 3D systems. Two
criteria have allowed us to determine that this systematic
lane formation was artificial. First, the sharp drop exhibited
by the configurational temperature, simultaneously to the on-
set of lane formation at high external fields indicated that the
kinetic thermostat overly dampened thermal fluctuations.
This means that the actual temperature is much lower than
the one fixed by the thermostat. Second, we showed that lane
formation can only be obtained in a very restrictive case.
Results on 3D systems demonstrate that the mechanical
noise amplitude has to be fixed in all directions of space to
allow for lane formation.

An obvious solution to this problem would consist in tak-
ing into account the field dependence of velocity fluctua-
tions. This can be done by adding a hydrodynamic contribu-
tion in NEBD or by devising a profile unbiased thermostat
sPUTd f11g in NEMD, which only acts on the thermal part of
the velocity fluctuations. Such a thermostat fixes the kinetic
energy relative to the flow, obtained by subtracting the exact
flow velocity to the absolute velocities of the particles. An
accurate determination of the flow velocity implies averaging
the particle velocities over some period of time or some re-
gion of space. Unfortunately, the flow velocity is both spa-
tially and temporally dependent in strong fields, and the
scales on which it changes are comparable to thermal fluc-
tuations in time and to atomic distances. It is therefore im-
possible to completely separate the thermal from the hydro-
dynamic contributions. The determination of the flow
velocity will always suffer from some inaccuracy. The use of
the corresponding PUT will be fraught with similarsthough
less severed deficiences to that of a conventional kinetic ther-
mostat. Indeed, different implementations of PUT have led to
contradictory conclusions: while some studies report a lane
formationf4,5,8g, others show that using a PUT destabilized
the so-called string phasef45–47g.

In this work, we showed that using a configurational ther-
mostat is a satisfactory way to deal with this issue. The con-
figurational thermostat is free from these artifacts since it
does not require making any assumptions about the flow ve-
locity. It therefore constitutes a much safer way to account

for heat dissipation in nonequilibrium systems, particularly
when the flow profile isa priori unknownse.g., in inhomo-
geneous systemsf30,31g or in non-Newtonian fluidsf48gd.
Another means of avoiding such errors is to employ local
momentum-conserving thermostats, such as dissipative par-
ticle dynamics. In this case, the friction does not dampen the
absolute velocities of the particles, but rather the velocity
differences between nearby particlesf41g. It would be inter-
esting to use the scheme proposed by Soddemannet al. to
further assess the results obtained in this work.

Disorder→order transitions do exist in strongly driven
nonequilibrium systems. For instance, experimental studies
report that colloidal suspensions order when subjected to os-
cillatory shearf19g. We previously reported such an ordering
in NEMD simulationssusing a configurational thermostatd of
a simple liquid undergoing oscillatory shear flowf48gd.
However, the assumptions made in conventional simulations
“frustrate” the system and systematically lead to lane forma-
tion. In some cases, ordering is a genuine phenomenon. Us-
ing conventional methods will give rise to lane formation
and will preempt or obscure the mechanism by which order-
ing takes place. In other cases, a strong external field results
in density inhomogeneities and large pressure fluctuations
f20,21g. Conventional NEBD and NEMD techniques are un-
able to account for this phenomenon, unlike the method pre-
sented in this work.

We emphasize that the results presented in this work have
many possible applications—e.g., on the mechanism for con-
ductivity in ionic liquids and on ion transport in biological
applications or if particles with different masses are sub-
jected to a gravitational field. Of course, the situation de-
scribed in this work does not exactly correspond to what
happens in ionic fluids. Indeed, there are no “colored” inter-
actions between the particles subjected to a color field while
there are Coulombic interactions between ions. This makes
lane formation impossible in a real ionic fluid. We did not
observe this phenomenon in previous work on molten NaCl
subjected to shearf49g or to an electric fieldf36,50g. How-
ever, even if lane formation does not occur, using a method
which arbitrarily fixes the noise amplitude can greatly affect
transport properties. As shown in previous workf36g, the use
of a kinetic thermostat can dramatically change the micro-
scopic mechanism underlying conductivity in a molten salt.
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